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ABSTRACT: Molecular electrocatalysts play an essential role in a wide
range of energy conversion processes. The objective of electrocatalyst design
is to maximize the turnover frequency and minimize the overpotential for
the overall catalytic cycle. Typically, the catalytic cycle is dominated by key
proton-coupled electron transfer (PCET) processes comprised of sequential
or concerted electron and proton transfer steps. Theoretical methods have
been developed to investigate the mechanisms, thermodynamics, and
kinetics of PCET processes in electrocatalytic cycles. Electronic structure
methods can be used to calculate the reduction potentials and pK,’s and to
generate thermodynamic schemes, free energy reaction pathways, and
Pourbaix diagrams, which indicate the most stable species under certain
conditions. These types of calculations have assisted in identifying the
thermodynamically favorable mechanisms under specified experimental
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conditions, such as acid strength and overpotential. Such calculations have also revealed linear correlations among the
thermodynamic properties, which can be used to predict the impact of modifying the ligands, substituents, or metal centers. The
thermodynamic properties can be tuned with electron-withdrawing or electron-donating substituents. Ligand modification can
exploit the role of noninnocent ligands. For example, ligand protonation typically decreases the overpotential. Calculations of rate
constants for electron and proton transfer, as well as concerted PCET, have assisted in identifying the kinetically favorable
mechanisms under specified conditions. The concerted PCET mechanism is thought to lower the overpotential required for
catalysis by avoiding high-energy intermediates. Rate constant calculations have revealed that the concerted mechanism involving
intramolecular proton transfer will be favored by designing more flexible ligands that facilitate the proton donor—acceptor
motion while also maintaining a sufficiently short equilibrium proton donor—acceptor distance. Overall, theoretical methods have
assisted in the interpretation of experimental data and the design of more effective molecular electrocatalysts.

I. INTRODUCTION

Molecular electrocatalysts play an important role in a wide
range of energy conversion processes, including the oxidation
and production of H,, the reduction of O,, N,, and CO,, as well
as the splitting of water into protons, electrons, and O,. In
efforts to design more effective electrocatalysts, the objective is
to maximize the turnover frequency and minimize the
overpotential for the overall catalytic cycle. Typically, the
catalytic cycle is comprised of many different steps that include
a number of charge transfer reactions, namely, electron transfer
(ET) and proton transfer (PT). Moreover, the ET and PT
steps can occur either sequentially, with ET or PT occurring
first, or concertedly. Thus, many different mechanisms are
possible, and the dominant mechanism is determined by a
combination of thermodynamic and kinetic factors. These
factors have been investigated for a variety of molecular
electrocatalysts with experimental methods such as electro-
chemistry and nuclear magnetic resonance.”” In addition, a
wide range of theoretical methods have been developed to
assist in the interpretation of experimental data and to guide the
design of more effective molecular electrocatalysts.

This paper focuses mainly on proton-coupled electron
transfer (PCET) processes in the catalytic cycles of molecular
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electrocatalysts. Here PCET is defined as any process that
involves coupled ET and PT steps, including both sequential
and concerted mechanisms.>~® A sequential mechanism can be
confirmed by the observation of a stable intermediate.
Qualitatively, a concerted mechanism is defined to be the
simultaneous transfer of an electron and a proton without a
stable intermediate. The rigorous definition of a stable
intermediate is not straightforward, however, because of the
quantum mechanical nature of the electrons and protons.®
Moreover, the experimental observation of an intermediate
relies on the experimentally accessible time scale. Nevertheless,
we still utilize the qualitative definition of the concerted
mechanism with these limitations in mind. We denote
sequential mechanisms as ET—PT or PT—ET, corresponding
to the initial transfer of the electron or proton, respectively, and
concerted mechanisms as EPT. In cases where multiple
electrons and protons transfer, the mechanism can be denoted
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as PT-PT—ET—-ET, PT—EPT—ET, and so forth. Chemical
intuition might suggest that the ET and PT reactions would
alternate to avoid buildup of charge, resulting in steps
comprised of a net hydrogen atom transfer.” In general,
however, this type of alternation is not required and may not
even be preferable from an energetic perspective. For example,
a mechanism consisting of double protonation followed by
reduction tends to require a lower overpotential because it is
easier to reduce a species containing more positive charge.
Thus, we must consider all different mechanisms and avoid
focusing only on those that involve net hydrogen atom transfer
steps.

The mechanism, overpotential, and turnover frequency for a
given type of electrocatalyst depend on the metal center, as well
as the ligands and their substituents. These properties also
depend on the experimental conditions, such as the acid
strength and concentration as well as the applied potential. A
variety of computational methods have been developed to
investigate the mechanisms of molecular electrocatalysts and to
guide the design of catalysts with lower overpotentials and
higher turnover frequencies. Electronic structure methods can
be used to investigate the thermodynamic aspects of the
catalytic cycle, namely, the relative free energies of the
intermediates along various proposed reaction pathways.'®>°
A complete picture requires consideration of the kinetics as
well, specifically the free energy barriers separating the
intermediates. The PT rate constants can be calculated with
transition state theory or more sophisticated theories that
include tunneling.”"*> The ET rate constants can be
determined with Marcus theory, requiring the calculation of
reorganization energies.23 The EPT rate constants can be
calculated with theories that include the quantum effects of the
electrons and transferrin§ proton, as well as the motions of the
solute and solvent.*”***> Microkinetic modeling can be used to
combine all of this thermodynamic and kinetic information into
a single set of coupled equations.”®™>*

An outline of this paper is as follows. Section II describes the
electronic structure methods used to calculate thermodynamic
properties, such as reduction potentials and pK,’s. Section III
explains how this information can be used to generate
thermodynamic schemes, reaction pathways, Pourbaix dia-
grams, and linear free energy correlations for a series of ligands
and substituents. Section IV describes the role of noninnocent
ligands in terms of ligand protonation and reduction, providing
an example of cobalt dithiolenes for ligand protonation. Section
V presents illustrative results for cobaloximes, highlighting the
thermodynamic reaction pathways and linear free energy
correlations. Section VI discusses the calculation of rate
constants for PT, ET, and EPT reactions, with a brief
discussion of microkinetic modeling. Section VII presents an
illustrative example of nickel-based catalysts with pendant
amines for H, oxidation and production, highlighting the
thermodynamic schemes, Pourbaix diagrams, and rate constant
calculations. An overview of catalyst design is contained in
section VIIL

The goal of this Forum Article is not to provide a
comprehensive review of the field but rather to provide a
perspective of the role that theory and computation can play in
catalyst design and to point out the limitations and challenges
in this field. Although the examples provided in this paper are
from our group, many other groups have contributed to this
increasingly growing field. Related calculations and analyses
have been performed for other molecular electrocatalysts, and
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similar concepts have been discussed in other contexts.
Unfortunately, because of space limitations, we are unable to
discuss all of this related work, and we attempt to cite it where
appropriate, but we may have inadvertently missed some key
references.

Il. CALCULATING THERMODYNAMIC PROPERTIES

A. Reduction Potentials and pK,’s. Electronic structure
methods can be used to determine thermodynamic quantities
with a reasonably high level of accuracy. The standard
reduction potential, E°, is determined from the calculated free

energy of reduction, AGS using the relation
o,red
Eo - _ AGsc;)lv
nF (1)

where F is the Faraday constant and n is the number of
electrons being transferred.’! The free energy of reduction is
defined as the free energy change associated with the following
reaction:

Ox. ., +e — Red

@)

are the oxidized and reduced species in

solv solv

where Ox,,, and Red
solution.

To calculate experimentally relevant electrochemical quanti-
ties, a reference electrode must be considered. Several strategies
have been employed to incorporate a reference electrode in
calculations of reduction potentials. One option is to subtract a
previously published experimental or theoretical value for the
absolute reduction potential of the reference elec-
trode.'*"?71*192% A second option is to calculate the absolute
reduction potential of the reference electrode at the same level
of theory and subtract that value.""'****° A third option is to
calculate the reduction potential for a related half-cell reaction
that has been experimentally studied with respect to the same
reference electrode and use a thermodynamic cycle such that
the reference electrodes cancel.">”"” An advantage of the third
strategy is that it avoids considering the reference electrode
directly and therefore avoids any errors associated with the
calculation or measurement of the reference electrode
reduction potential. This strategy will be discussed in more
detail in the next subsection.

The calculation of AGS:¢? with quantum chemistry methods
can be performed with structures optimized in the gas phase
through a Born—Haber thermodynamic cycle, shown in
Scheme 1, or with structures optimized in solution. In the

solv

Scheme 1. Born—Haber Thermodynamic Cycle for
Calculating the Free Energy of Reduction

A G o,red

_ oas
Oxgys + € —> Redgy

AG°(0x) l l AG?(Red)
solv.

OXeoy + € —> Red

o,red

solv

Born—Haber cycle, AG2? is expressed in terms of the free

solv
energy of reduction in the gas phase, AGga’Zed, and the solvation
free energies of the reduced and oxidized species, AG?(Red)
and AG?(Ox), respectively:

AGE = AGS™ + AG?(Red) — AG®(Ox)

olv gas

(©)

The gas phase reaction free energy is calculated with the Gibbs
relation

dx.doi.org/10.1021/ic5002896 | Inorg. Chem. 2014, 53, 6427—6443



Inorganic Chemistry

Forum Article

AGS, = AHZ, — TAS, @)
where the change in entropy and enthalpy, including zero-point
energy contributions, can be calculated with standard quantum
chemistry methods. In particular, the zero-point energy
contributions and the entropic effects due to the molecular
vibrations are calculated from the vibrational frequencies of the
normal modes using the harmonic oscillator model, and the
entropic effects due to the translations and rotations are
calculated using other simple models.

An alternative to using the Born—Haber cycle is to optimize
the structures in solution and calculate AGZ? directly using
the analogue of eq 4 with the contributions obtained from
electronic structure calculations in solution.”’ When the
structures optimized in the gas phase and in solution are
similar, geometry optimization in the gas phase is preferable
because it is computationally faster. In some cases, however,
geometry optimization in solution is necessary. For example,
when the gas phase structures exhibit large conformational
changes due to solvation, the structures in solution are expected
to be more relevant to the experimentally studied systems.
Moreover, geometry optimization in solution is necessary when
solvation stabilizes a particular spin state or ligand con-
formation that would not be found in the gas phase.*> We
emphasize that the solvent plays an important role in PCET
processes, and solvent effects must be included in the
calculations to obtain meaningful results. In the Born—Haber
treatment, the geometry optimizations are performed in the gas
phase, and the solvation free energies are calculated
subsequently for these geometries. When the geometry
optimizations are performed in solution, the solvation free
energies are calculated during the optimizations. Thus, the
significant impact of solvation on the free energies is included
in both approaches.

In principle, the electron in eq 2 also contributes to the free
energy associated with this reaction. When the reduction
potential of the reference electrode is calculated with the same
level of theory or when a separate reference half-cell reaction is
considered, the effects of the electron will cancel exactly. When
the absolute reduction potential of the electrode is obtained
from the literature, this cancellation does not occur, and the
contribution of the electron to AGS:d can be calculated with
Fermi—Dirac statistics” in the gas phase, neglecting the
solvation free energy.'"'>***> The effect of the electron on
the free energy is —0.868 kcal/mol at 298.15 K, which
corresponds to 37.6 mV.

The pK, is determined from the free energy of deprotona-
tion, AGFS using the relation

solv 1

solv

AGoPS
"~ In(10)RT

K
P&, )

where R is the gas constant and T is the temperature. The free

energy of deprotonation for a molecule AH is defined to be the
free energy change associated with the following reaction:

+ H!

solv

AH , = A

(6)
Analogous to calculations of the reduction potentials, the
calculation of AG;’{’VK“ can be performed with structures
optimized in the gas phase using a Born—Haber thermody-
namic cycle or with structures optimized in solution. In the
Born—Haber cycle, AG;’;ﬁf{ * is expressed in terms of the free

energy of deprotonation in the gas phase, AGSP and the

gas

solv solv

6429

solvation free energies of the acid, conjugate base, and proton,
AG{(AH), AGZ(A7), and AGS(H), respectively:

AGoPS = AGPS + AGY(A) — AGY(AH) + AG)(H)
?)

where AG;;EK“ is calculated from eq 43¢ Alternatively, AG;’(;{’VK“
can be calculated with structures optimized in solution using
the analogue of eq 4 with thermodynamic quantities obtained
in solution.

Analogous to the electron in the reduction potentials, the
free energy associated with the proton will contribute to
AG;’;{’f( *. As for the reduction potentials, the contribution from
the proton will cancel exactly when the pK, is calculated relative
to the known pK, of a related system and is only required for
the calculation of absolute pK,’s.*” When it is required, the
contribution from the proton to AG;;EK“ can be calculated for
an ideal gas with Boltzmann statistics, leading to Gg,((H") =
—6.28 kcal/mol."> The solvation free energy of a proton,
AG?(H"), in various solvents has been debated in the literature
and has been determined to be —264.0 or —258.3 kcal/mol for
water or acetonitrile, respectively.*>**~*! Different conventions

have led to a variety of estimations of the absolute potential of

the half-cell reaction l/szgas — Hy, + ey, adding to the
'5729,34,35,38,42—44

uncertainty in the exact value.

Finally, the issue of standard states must be considered in
calculations of reduction potentials and pK,’s when the electron
and proton are treated explicitly.*' For calculations of the free
energies of solvation, the change in standard-state concen-
tration upon going from the gas phase (1 atm or 1 bar) to
solution (1 M) should be included by adding a constant that
has been determined to be —1.9 kcal/mol at 298.15 K.'**
Given all of the considerations discussed in this subsection, it is
advantageous to calculate relative reduction potentials and
relative pK,’s to ensure that the free energies of the electron and
proton, as well as the effect of standard states, will cancel.

B. Reference Reactions. As mentioned above, calculation
of the reduction potentials and pK,’s relative to a reference
system with a known value often provides more quantitatively
accurate results.">”'”* An example of the use of a reference
reaction for the calculation of a reduction potential is depicted
in Scheme 2. In this case, the reaction of interest is the

Scheme 2. Calculation of Reduction Potentials Using a
Reference

Ox + e — Red -FE°
Red, — Ox, 5+ e FE’.
Red, s + Ox — Ox, + Red | AG’

reduction of Ox to Red, and the reference reaction is the
reduction of Ox. to Red,. The reduction potential for the
system of interest can be expressed as

o _ —AG’
E” =

+ E,

ref (8)
where AG; is the free energy change associated with the
reaction

Red, s + Ox — Ox,; + Red

©)

and E_ is the reduction potential of the reference species. The
quantity AG; is calculated with quantum chemistry methods,
and Ey is typically known from experimental measurements.

ref
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The choice of the experimental value for E; determines the
type of reduction potential that will be calculated within this
reference framework. In cyclic voltammetry, current peaks are
often reported as E, /,, or the half-wave potential, which is the
arithmetic average of the current peak maximum and minimum
positions for a reversible reaction. Typically, the half-wave
potential closely corresponds to the standard reduction
potential, E°. For peaks that are not perfectly reversible, the
current peaks are often reported as E,, which is the position of
the maximum (minimum) current of the cathodic (anodic)
sweep, or as E,,, which is the position at which the cathodlc
(anodic) sweep is half of its maximum (minimum) current.*
The type of measurement used to determine E_,¢ will govern the
type of value that will be calculated for the species of interest
(e.g, to calculate E, rather than E°, Ef,; should be replaced with
E, . of an irreversible reaction in eq 8).

Usually E7; has been measured with respect to a particular
reference electrode, and E° is calculated with respect to the
same reference electrode without requiring an explicit treat-
ment of the electrode potential. Moreover, as discussed above,
calculation of the free energy associated with the electron is not
required because this contribution cancels exactly. This
procedure can vyield highly accurate calculated reduction
potentials when the reference species is suitably close to the
species of interest because of cancellation of the errors within
the quantum chemistry calculations as well as these other
factors.

A reference reaction can be used in a similar way in the
context of pK, calculations. In this case, the reaction of interest
is the deprotonation of AH to A~, and the reference reaction is
the deprotonation of AH . to Ay The pK, for the system of
interest can be expressed as

o

K (AH —————— + pK,(ref,

pK,(AH) = - (IO)RT pK,(ref) (10
where AG; is the free energy change associated with the
reaction

A+ AH - AH  + A (11)

and pK,(ref) is the known pK, of the reference species. This
procedure avoids the errors associated with the free energy of
the proton because this contribution cancels exactly. In
addition, the errors in the quantum chemistry calculations
will also cancel if the reference species is suitably close to the
species of interest.

Reference reactions can also be useful in cases where ligand
dissociation occurs. A common occurrence in the calculation of
reduction potentials of transition metal complexes is that an
axial solvent ligand dissociates upon reduction.*” In this case,
the reduction reaction shown in eq 2 becomes

Ox—L_, + e — Red (12)

The treatment of the ligand L, which dissociates upon
reduction, with quantum chemistry methods is complicated
by basis set superposition error,” as well as fundamental issues
associated with the calculation of the solvation free energy
associated with moving a solvent molecule from the gas phase
to its own pure liquid phase.*" These complications can be
avoided by using a reference reaction that also experiences
ligand loss upon reduction. The analogue of eq 9 that arises in
this treatment is

Red . + Ox—L — Ox—L

solv solv solv

ref ref + Red (13)
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where all quantities are defined in the same manner as in
Scheme 2 except that a ligand is bound to the oxidized species
of both the system of interest and the reference system. In this
case, the ligand as well as the electron cancels in the overall
reaction, so the ligand does not need to be treated explicitly.
Note that this cancellation occurs only when the same ligand is
lost in the reference reaction as in the reaction of interest.
Moreover, the cancellation of errors is expected to be best
when the metal center losing the ligand is also the same in both
reactions.

When suitable references are used, the accuracy of quantum
chemistry calculations is ~0.1 V for reduction potentials and
~1-2 pK, units."*~"”* Obtaining this level of accuracy
without taking advantage of the cancellation of errors with
reference reactions is extremely challenging. As discussed
above, when reference reactions are not used, errors are
associated with the free energy of the electron or proton, as well
as the reduction potential of the electrode. Additional errors are
associated with the level of electronic structure, such as
limitations in the basis sets and the functionals in density
functional theory (DFT) and the harmonic approximation used
to calculate the zero-point energy and entropic contributions to
the free energies. Further errors are associated with the
treatment of solvation, which often relies on a polarizable
continuum model that neglects specific hydrogen bonding
between solvent and solute molecules. Many of these errors at
least partially cancel when reference reactions are used.

C. Quantum Chemistry Methods. Molecular electro-
catalysts are typically studied with DFT**** because higher
levels of theory, such as coupled cluster methods, are
computationally intractable. A wide range of functionals,
including hybrid functionals that contain a portion of
Hartree—Fock exchange, are available for DFT calculations.
Various studies have assessed the accuracies of the available
functionals for calculating reduction potentials and pK,’s.'"!
Some popular functionals for transition metal electrocatalysts
are B3LYP, BP86, B3P86, PBE, TPSSh, MO6L, and wB97XD.**
For moderately sized molecular electrocatalysts (~S0—100
atoms), these functionals are often used in conjunction with a
double-{ basis set, such as 6-31G, or adding polarization, 6-
31G*.337% Triple-{ basis sets can be used for smaller catalysts,
and diffuse basis functions can be added for anionic systems.
Moreover, additional polarization can be added for specific key
atoms, such as the transferring proton. Often pseudopotentials
are used for transition metal centers to decrease the
computational cost.*®

Typically, the solvent is treated with a polarizable continuum
model, in which the solvent is represented as a homogeneous
dielectric continuum.>’ " The advantage of such models is
that they include the key electrostatic interactions between the
solvent and solute, as well as the entropic contributions from
the solvent, in a computationally tractable manner. An
alternative approach is to immerse the solute in a box of
explicit solvent molecules and calculate the free energy changes
with molecular dynamics methods.®”*> This approach is more
computationally expensive and relies on accurate force fields for
the intermolecular interactions, as well as adequate conforma-
tional sampling. A disadvantage of polarizable continuum
models is that they neglect the specific hydrogen-bonding
interactions between solvent and solute molecules. In some
cases, a polarizable continuum model can be used in
conjunction with a small number of explicit solvent molecules
positioned around the catalyst.®> This type of combined
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method includes specific hydrogen-bonding effects, but
unfortunately the results are strongly dependent on the initial
positions of the solvent molecules because the system can
become stuck in local minima. In certain cases, however, key
solvent molecules must be included explicitly in the system. For
example, axial solvent ligands for metal-based catalysts should
be included explicitly because they are interacting directly with
the metal center. Thus, a reliable approach is to include only
the key solvent molecules, such as axial solvent ligands,lz"lé’32 in
conjunction with a polarizable continuum model.

lll. THERMODYNAMIC SCHEMES, POURBAIX
DIAGRAMS, AND LINEAR CORRELATIONS

The calculated thermodynamic properties for all of the
individual ET and PT steps can be combined to generate a
thermodynamic scheme depicting the free energy relations
among all possible species (i, all physically meaningful
oxidation and protonation states). This information can be
used to generate thermodynamic reaction pathways, which
provide insight into the thermodynamically favorable mecha-
nisms. For completeness, all possible mechanisms for the ET
and PT steps should be considered. For example, a reaction
involving two ET and two PT steps could occur by the
following mechanisms: ET—-PT—ET—-PT, PT—-ET—-PT—ET,
ET—-ET—PT—-PT, PT-PT—ET—ET, and so forth. For each
possible mechanism, the free energy associated with each step is
plotted along the proposed reaction pathway. Typically, the
electrons and protons are assumed to be obtained from an
electrode and an acid, respectively. The free energies will
depend on the reference electrode and the applied over-
potential, as well as the pK, of the acid. A comparison of the
various reaction pathways will help to identify the thermody-
namically favorable pathways, which are either entirely downhill
in free energy or reasonably flat, avoiding low sinks in which the
system could become trapped and high rises that must be
surmounted. An example of calculating the thermodynamic
reaction pathways and identifying the thermodynamically
favorable mechanisms will be given in section V for
cobaloximes.

Another useful tool for envisioning the relationship between
ET and PT reactions is the Pourbaix diagram, which depicts the
most thermodynamically stable species for a given reduction
potential and pH value.* The Pourbaix diagram for a specific
nickel-based electrocatalyst is shown in section VII. The
horizontal and vertical lines correspond to the reduction
potentials and pK.’s, respectively, of the various species.
Crossing a horizontal line toward a more negative potential
indicates that the complex becomes reduced, while crossing a
vertical line toward a lower pH indicates that the complex
becomes protonated. Diagonal lines are drawn when changes to
both the oxidation and protonation states occur, and the slope
reflects the ratio of protons to electrons involved in this
process. Specifically, according to the Nernst equation, an
electron/proton reaction given as

Ox + ne” + mH' 2 [Red(H),,]" ™" (14)
leads to a slope of —In(10)RTm/(nF) = —(m/n)S9 mV/pH at
298.15 K. The effect of a greater degree of protonation on the
reduction potential can be described as a Nernstian response,
which follows a diagonal boundary in a Pourbaix diagram.
Catalyst design can incorporate this effect by allowing for ligand
protonation, thereby making reduction potentials less negative
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in an effort to lower the required overpotential. The
experimental conditions can be reversibly modified (ie.,
applying a greater overpotential or using a stronger acid) to
move along the diagonal boundaries, without changing the
overall mechanism. These diagonal boundaries eventually
terminate at new horizontal and/or vertical lines in regions
where either the electrons or protons are no longer transferring.
As mentioned above, an example of a Pourbaix diagram and a
Nernstian response is given in section VII for a nickel-based
catalyst with pendant amines.

Originally, the Pourbaix diagram was devised for only
aqueous environments.** For nonaqueous solvents, pH is not
a well-defined quantity, and the label of pH on the x-axis of a
Pourbaix diagram implicitly refers to the pK, of an acid in the
specified solvent. Thus, for nonaqueous solvents, the Pourbaix
diagram depicts the most thermodynamically stable species for
a given reduction potential in the presence of an acid with a
given pK, in that solvent. According to this interpretation,
Pourbaix diagrams can be generated for nonaqueous as well as
aqueous environments.

While thermodynamic schemes and Pourbaix diagrams
pertain to one particular complex, reduction potentials and
pK.s of a series of related complexes can also be linearly
correlated.">"®% For example, the complexes could be
modified by adding electron-withdrawing or electron-donating
substituents to the ligands. Modification of a metal-based
electrocatalyst that results in a less negative reduction potential
typically also results in a lower pK, of the metal center. This
relation is based on simple electrostatics, namely, that a metal
center more receptive to the addition of an electron is likely to
be less receptive to the addition of a proton. The degree to
which the reduction potential becomes less negative and the
pK, decreases is related to the slope of the line correlating these
two properties over a range of reduction potentials and acid
strengths. In some cases, the reduction potentials and pK,’s can
be linearly correlated to a property of the ligands, such as the
Hammett constant, which is a measure of the electron-
withdrawing or electron-donating character of the
ligand."®*>® An example of these types of linear correlations
will be given in section V for cobaloximes. In addition, more
complicated correlations among the thermodynamic properties
involving protonation of the ligands as well as the metal center
have been observed for the nickel-based catalysts with pendant
amines, as will be discussed in section VII. Such correlations are
powerful tools in catalyst design, allowing computational
studies to predict the properties of electrocatalysts that have
not yet been synthesized.

IV. NONINNOCENT LIGANDS IN MOLECULAR
ELECTROCATALYSTS

The ligands on molecular electrocatalysts are often perceived as
noninnocent in that they serve as protonation and reduction
sites. In this section, we discuss ligand protonation, illustrating
this effect with cobalt dithiolenes, and ligand reduction. The
issue of spin states is also discussed in the subsection on ligand
reduction.

A. Ligand Protonation. The protonation of ligands serves
several different mechanistic roles in molecular electrocatalysis.
First, the ligand can directly donate the proton in a chemical
reaction such as the production of H,. Second, the ligand can
serve as a proton relay to shuttle the proton to the metal center
to generate a metal hydride that could be active in a chemical
reaction such as H, production. Third, ligand protonation can
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shift the reduction potential in a manner that decreases the
overpotential required for a catalytic reaction because the
complex is more easily reduced as a result of the additional
positive charge, as discussed in the previous section in terms of
a Nernstian response. We will discuss the role of ligand
protonation for H, production in the context of cobaloximes in
section V and the nickel-based catalysts with pendant amines in
section VII. Here we provide an example of how ligand
protonation impacts the reduction potentials and explains
anomalous behavior for a series of cobalt dithiolene catalysts.
The series of cobalt dithiolenes depicted in Chart 1 was
studied photochemically and electrochemically as H, evolution

Chart 1. Cobalt Dithiolene Complexes

S S S S

\ / \ /
OHO R

/7 \ 7/ \

S S S S

CO(bdt)z_ CO(tdt)z_

Cl Cl
S NSs, s AN
Co >ﬁ Co, I(
/ N\ 7/ \

iis si NN

Cl Cl

Co(Clybdt),” Co(mnt),”

catalysts in 1:1 (v/v) acetonitrile/water.”%® As expected, the

Co™! reduction potential is least negative for the complex with
the most electron-withdrawing substituents, Co(mnt), (mnt =
maleonitrile-2,3-dithiolate), and most negative for the complex
with the most electron-donating substituents, Co(tdt), (tdt =
toluene-3,4-dithiolate). Moreover, the photocatalytic activity of
these complexes follows the same order, where Co(mnt),
exhibits the largest turnover frequency. The required electro-
catalytic overpotentials follow the same trend, with the notable
exception that Co(mnt)2 operates at the most negative
potential rather than the least negative potential as expected.
This observation suggests that Co(mnt), is the least active
electrocatalyst in the series.

Calculations of the reduction potentials and relative pK,’s
provide an explanation for this anomalous behavior in terms of
ligand protonation.”” Specifically, the calculations indicate that,
after the initial Co™" reduction, one fewer sulfur atom is
protonated in the Co(mnt), complex than in the other three
complexes in the series. Because of the lower degree of ligand
protonation, the subsequent Co'™" reduction step occurs at the
most negative potential for Co(mnt),. Moreover, the calculated
relative pK.’s also provide mechanistic insight, suggesting that it
is thermodynamically favorable for one of the protons on the
ligands to transfer intramolecularly to the cobalt center after the
two reduction steps, forming the key cobalt hydride
intermediate for H, evolution.

B. Ligand Reduction. In some molecular electrocatalysts, a
ligand rather than the metal center can serve as the electron
acceptor upon reduction. Understanding this aspect of these
catalysts is important for interpreting the cyclic voltammogram
peaks. Ligand reduction has structural implications, such as
preferred metal geometries, and mechanistic implications,
namely, in determining the preferred protonation sites to be
either the metal center or the ligands. Electronic structure
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calculations can be used to identify the electron acceptor upon
reduction. Specifically, the localization of unpaired electrons
can be analyzed via the spin density in quantum chemistry
calculations. For systems with a single unpaired electron, this
type of analysis can be used to determine whether the unpaired
electron is localized on the ligand or the metal center. In some
cases, even when the system has an even number of electrons,
an unpaired electron may be localized on the ligand, while
another unpaired electron is localized on the metal center,
leading to an open-shell singlet or a triplet. Alternatively, a
triplet state could correspond to two unpaired electrons on the
ligands or the metal center.

Quantum chemistry calculations can be used to investigate all
of these possible scenarios, but special care should be taken for
these types of calculations. When considering open-shell
complexes, DFT and other self-consistent-field methods can
often find local minima, leading to geometries and spin
densities that do not correspond to the most stable state.
Furthermore, when considering multiple unpaired electrons,
the problem is inherently multireference, and DFT is a single-
reference method that lacks static correlation. For this reason,
DFT is not always reliable for these types of calculations, and a
range of different exchange-correlation functionals should be
examined to provide some degree of validation of the results. In
addition, solvation can affect the stability of certain high-spin
states, so optimization in solvent may be necessary to correctly
predict the energetic ordering of different spin states. A
previous Forum of Inorganic Chemistry addresses redox-active
ligands,70’71 including metal dithiolenes.”

V. COBALOXIMES FOR H, PRODUCTION

In this section, we illustrate the methods and concepts
described in the previous sections with an example of
cobaloximes, Co(dRgBF,),, which are depicted in Chart 2 for

Chart 2. Cobaloxime Catalysts

F
R R L
//,,.“/‘§:N/o——£—|:
7
—N -—/C|O§N/
F / N=— !
TB—o0 ) R
/ LR
F

R=CN, CF;, Cl, H,
CeHs, CH3, OCHj3, OH, NH,
L = solvent

a series of substituents R. Several possible mechanisms for H,
evolution catalyzed by cobaloximes are depicted in Scheme
3.19%5 pathway 1 (shown in green) is characterized by evolving
H, from a cobalt(Ill) hydride intermediate, while pathway 2
(shown in purple) is characterized by evolving H, from a
cobalt(Il) hydride intermediate. Both mechanisms can be
described as proceeding monometallically (A), in which a single
cobalt hydride intermediate interacts with an external acid to
form molecular H,, or bimetallically (B), in which two cobalt
hydride intermediates interact to form molecular H,.

Figure 1 depicts the free energy reaction pathway diagrams
for Co(dmgBF,), (dmg = dimethylglyoxime), shown in Chart
2 (R = CH,), in acetonitrile with tosic acid (pK, = 8.0 in
acetonitrile). These free energy diagrams are plotted at an
electrode potential equal to the Co"' reduction potential,
corresponding to typical experimental conditions for these
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Scheme 3. Monometallic (A) and Bimetallic (B) Pathways
for Cobaloxime Catalysts
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Figure 1. Free energy diagrams for Co(dmgBF,), (Chart 2; R = CH,)
in acetonitrile for the pathways shown in Scheme 3: pathway 1 (upper
frame) and pathway 2 (lower frame) with the monometallic (red) and
bimetallic (blue) mechanisms. Black lines denote states that are
applicable to both monometallic and bimetallic pathways. Relative free
energies for half-reactions corresponding to ET are calculated with
respect to the Co"! couple in acetonitrile. In this diagram AH is
TsOH-H,O (pK, = 8.0). The free energy barriers are not shown. The
figure was modified from a related figure in ref 16.

electrocatalysts”>”* and resulting in no free energy change for
Co' reduction. For the monometallic mechanisms (red
paths), pathway 2A, which is entirely downhill in Figure 1, is
the thermodynamically preferred mechanism. For the bimetallic
mechanisms (blue paths), pathways 1B and 2B, which
correspond to reactions between two Co™H and two Co"H~
intermediates, respectively, are both thermodynamically favor-
able in that they are downhill for almost every elementary step
with only a few minor increases in free energy. Because Co™"H
is neutral and Co"H™ is anionic, however, pathway 1B is
predicted to be more favorable than pathway 2B because of the
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larger electrostatic work term required to bring together two
anions in solution for reaction.

We also considered a third pathway (shown with dashed
lines in Scheme 3), which involves an additional reduction to
Co°, followed by protonation to generate a cobalt(II) hydride
intermediate. However, we found that the Co"° reduction
potential is so negative that this mechanism is thermodznami—
cally unfavorable under typical experimental conditions.”>”® On
the other hand, this pathway could become favorable if a
sufficiently high overpotential is applied to favor Co°
reduction, and a sufficiently weak acid is used to disfavor Co'
protonation. In general, the thermodynamically favorable
pathway can be changed by altering the experimental
conditions, such as the applied overpotential, acid strength,
and acid concentration.

In cyclic voltammograms of Co(dmgBF,), with tosic acid in
acetonitrile, a /peak at ca. —1 V vs SCE was tentatively identified
as the Co"™"H reduction potential.”* We calculated the
reduction potential of Co™"H to be —0.53 V vs SCE in
acetonitrile and the reduction potential of Co"'H to be
somewhat more negative than —1 V vs SCE in acetonitrile.'®
On the basis of these calculations, we suggested a reassignment
of the experimentally observed peak at ca. =1 V vs SCE to the
Co"'™H reduction potential.'® Similar conclusions were reached
by Muckerman and Fujita based on independent calculations.*

This reassignment has mechanistic implications because the
monometallic pathway 2A requires the reduction of Co™H. On
the basis of the initial peak assignment, the Co""H reduction
would require a potential of ca. =1 V vs SCE and hence would
be thermodynamically unfavorable at the Co"!' reduction
potential, which is —0.55 V vs SCE in acetonitrile. This
interpretation, which is based on the initial peak assignment,
suggests that the monometallic pathway is not viable under
typical experimental conditions. According to our calculations,
however, the Co™"H reduction potential is —0.53 V vs SCE in
acetonitrile and therefore is thermodynamically favorable at the
Co"" reduction potential, as illustrated in Figure 1. This
interpretation, which relies on the peak reassignment, supports
the monometallic pathway 2A. Further support for the
monometallic pathway 2A was later provided by experiments
that controlled protonation with a photoacid.””

Although the peak reassignment discussed above indicates
that monometallic pathway 2A should not be ruled out on the
basis of thermodynamic arguments, the bimetallic pathway 1B
for Co(dmgBF,), has not been ruled out either. Either
monometallic pathway 2A or bimetallic pathway 1B could be
favored under different experimental conditions. For example,
the monometallic pathway would be favored for a high
concentration of acid relative to catalyst. This study illustrates
how calculations can assist in the assignment of cyclic
voltammogram peaks and provide mechanistic insight.

Calculations have also been used to predict substituent
effects on the electrochemical and catalytic properties of
cobaloximes. Linear correlations were found between the
reduction potentials and the pK,’s for the series of cobaloximes
depicted in Chart 2.5 As shown in Figure 2, linear correlations
were also found between these properties and the Hammett
constant o, which quantifies the electron-donating or electron-
withdrawing strength of the substituent.’® More strongly
electron-withdrawing (electron-donating) substituents lead to
more positive (negative) reduction potentials and more
negative (positive) pK.’s. From the slopes and intercepts of
each linear correlation, we can predict all of these reduction
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Figure 2. (a) Calculated reduction potentials and (b) calculated pK,’s
for Co(dRgBF,), as functions of the Hammett constants for a series of
substituents R = —NH,, —OH, —OCH,;, —CH;, —C¢H,, —H, —Cl,
—CF;, —CN (Chart 2). The figure was reproduced with permission
from ref 65. Copyright 2011 American Chemical Society.

potentials and pK,’s for a given cobaloxime if the Hammett
constant of the substituent or only one of these quantities is
known. Furthermore, the crossing of the blue and green lines in
Figure 2a illustrates that the Co"™"H and Co™ reduction
potentials are very similar for mildly electron-donating
substituents such as methyl groups. This observation is
consistent with the reassignment of the peak at ca. =1 V vs
SCE for Co(dmgBF,), in acetonitrile from Co™"H to Co™/'H
because the Co"/"H peak is likely to be obscured by the more
prominent Co™" peak. These linear correlations also provide a
prediction that the two peaks will be separated for cobaloximes
with substituents that are more electron-withdrawing or
electron-donating (i.e., for more positive or negative Hammett
constants).

Upon reanalysis of the cyclic voltammograms of Co-
(dpgBF,), (dpg = diphenylglyoxime) in acetonitrile in ref 73,
we discovered a small irreversible peak that appears at ca. —0.5
V vs SCE in the presence of HBF, (pK, = 0.1 in acetonitrile).
This peak is more negative than the catalytic peak that occurs at
the Co™! reduction potential of —0.28 V vs SCE. On the basis
of our prediction that the Co"™"H peak will shift negative of
the Co! peak with more electron-withdrawing substituents,®®
we assign this small irreversible peak to the Co™"H couple.
This assignment is consistent with our calculated value of
E°(Co™MH) = —040 V vs SCE in acetonitrile for Co-
(dprFz)z.16 Because Co™H cannot be reduced to Co"H at an
applied potential of —0.28 V vs SCE, the H, evolution
mechanism cannot follow pathway 2 under these experimental
conditions (i.e, for this applied potential). Except in the
presence of very strong acids, the calculations suggest that
pathway 1A is also thermodynamically unfavorable.'® This
analysis implies that the most thermodynamically favorable
pathway for H, production by Co(dpgBF,), under moderate
acidic conditions at an applied potential corresponding to the
Co™! reduction potential is the bimetallic pathway 1B. Thus,
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the monometallic mechanism may be favorable for methyl-
substituted cobaloximes but not for phenyl-substituted
cobaloximes under certain experimental conditions.

The effects of ligand modification and protonation on metal
oximes have also been investigated both experimentally and
theoretically.”*~* For example, one or both of the O—BF,—O
bridges in Co(dRgBF,), can be replaced by an O—H—O bridge
or by propane. Experiments suggest that metal oximes with two
O—H—-O bridges degrade in acidic solution,®®* so these
complexes were not studied extensively as H, evolution
catalysts. Calculations for complexes with a single O—H—-O
bridge indicate that ligand protonation is likely to occur at this
bridge and that a ligand-protonated cobalt(III) hydride
intermediate may be formed along the H, production pathway
in the presence of sufficiently strong acid.*® Moreover, the
calculated Co'™" reduction potentials exhibit a Nernstian
response, where the reduction potential becomes significantly
less negative upon protonation at the O—H—O bridge. The
anodic shift due to protonation at the O—H—O bridge was
found to be greater than that due to replacement of the O—H~—
O bridge with the more electron-withdrawing O—BF,—O
bridge. Thus, these studies suggest that asymmetric cobaloxime
complexes containing a single O—H—O bridge may be effective
H, evolution electrocatalysts with relatively low overpotentials.
These experimental and theoretical studies were performed in
both water and acetonitrile, and metal oximes with nickel and
iron centers were also investigated.78'80’83_85 Overall, these
calculations provide insight into the relative effects of ligand
modification and protonation, as well as metal substitutions, in
two different solvents. Such insights are useful for the design of
more effective catalysts for H, production.

VI. KINETIC ASPECTS OF MOLECULAR
ELECTROCATALYSTS

In addition to the thermodynamic aspects discussed in the
previous sections, the kinetics of the various steps in the
reaction pathways also play an important role in molecular
electrocatalysis. To examine the kinetics, we need to calculate
the rate constants for PT, ET, and concerted PCET, denoted
EPT. Other steps, such as intramolecular isomerizations, may
also play a kinetic role, and barriers for these types of processes
must also be examined to obtain a complete picture of the
catalytic cycle. In this section, we briefly summarize the
methods to calculate the rate constants for PT, ET, and EPT.
The reader is referred to other sources for more detailed
discussions of these topics.

A. Proton Transfer. The rate constant for a single PT
reaction can be calculated using data obtained with quantum
chemistry methods such as DFT. The geometries of the
transition state and minima associated with PT can be
determined with optimization techniques, and the vibrational
frequencies of the normal modes can be used to calculate the
zero-point energy and entropic contributions to the free
energies."”***” These calculations can include solvent effects
using a polarizable continuum model. The resulting free energy
barrier AG* can be used to estimate a rate constant for PT
using the standard transition state theory rate constant
expression

kT

PT

krst = eXP(—AGfF/kBT)

(13)
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where kg is Boltzmann’s constant and h is Planck’s constant.
This expression neglects dynamical barrier recrossings and
hydrogen tunneling effects.””

Several challenges arise in these types of calculations. The
calculation of the free energy barrier is typically more
straightforward for intramolecular PT than for intermolecular
PT. For the latter, geometry optimizations of the hydrogen-
bonded complex comprised of the catalyst and the acid may be
difficult because of the relatively weak intermolecular
interactions. Moreover, a full description of intermolecular
PT requires the equilibrium constant associated with forming
this hydrogen-bonded complex, which is difficult to calculate
accurately for technical reasons such as basis set superposition
error*® and treatment of the rotational and translational degrees
of freedom in the partition function used to calculate the
entropic contributions.>® An issue that pertains to both intra-
and intermolecular PT is the treatment of solvation with
polarizable continuum models because hydrogen bonding
between solvent molecules and the catalyst may play a role.
An alternative approach is to calculate the free energy barrier
with mixed quantum mechanical/molecular mechanical molec-
ular dynamics simulations of the catalyst in a box of explicit
solvent molecules. However, this approach depends on the
accuracy of the molecular mechanical force field and requires
sufficient conformational sampling.

Another important issue that may arise for PT reactions is
that hydrogen tunneling effects could be important.”” In such
cases, hydrogen tunneling can be included using a dynamical
method such as variational transition state theory with
semiclassical tunneling contributions,**®” path integral for-
mulations,”®”" or grid-based approaches in which the trans-
ferring hydrogen nucleus is treated quantum mechanically.”*
Moreover, analytical rate constant expressions that include
hydrogen tunneling effects for PT reactions are available in
certain limits.”"**

B. Electron Transfer. The rate constants for ET can be
calculated in the framework of Marcus theory.”> The free
energy profiles for the two diabatic states corresponding to the
electron localized on the donor or acceptor, respectively, are
depicted schematically in Figure 3. In the nonadiabatic limit for
electrochemical ET, the anodic and cathodic rate constants are

Free energy

Collective solvent coordinate

Figure 3. Free energy curves associated with the diabatic electronic
states along the collective solvent coordinate for an asymmetric
homogeneous ET reaction. The blue and red curves correspond to the
diabatic states with the electron localized on the donor and acceptor,
respectively. The reorgamzatlon energy, /, reaction free energy, AG®,
and free energy barrier, AG¥ are indicated. According to Marcus
theory, the intrinsic free energy barrier is AG¥ = /4, corresponding to
AG® = 0. The figure was adapted from ref 22.
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where f(€) is the Fermi distribution function for the electronic
states in the electrode, py; is the density of states at the Fermi
level, which is assumed to be a constant in the vicinity of the
Fermi level, V¢! is the electronic coupling, /3’ is a parameter of
magnitude ~1—3 A™' representing the exponential decay of the
electronic coupling with the distance between the molecule and
the electrode, and A is the reorgamzatlon energy defined in
Figure 3. According to Marcus theory,” the intrinsic free
energy barrier for ET is A/4, implying that the reorganization
energy is one of the most important quantities to calculate. In
general, the reorganization energy is the sum of inner-sphere
(solute) and outer-sphere (solvent) contributions.

The inner-sphere reorganization energy is associated with the
solute rearrangement upon ET. This quantity can be calculated
with the “four-point method”®® given by the following
expression:

1
j’i = 2 (Rmd) - E (R ) + Ered(R ) red(Rred
(17)
Here R and ‘eqd are the optimized equilibrium geometries of

the oxidized and reduced species, respectively, and E, and E, 4
are the energies of the oxidized and reduced states, respectively,
evaluated at the designated geometry. Thus, the calculation of
the inner-sphere reorganization energy requires the geometry
optimization of both the reduced and oxidized species and
single-point calculations for each geometry in the comple-
mentary oxidation state.

The outer-sphere or solvent reorganization energy reflects
the change in solvent polarization upon ET. This quantity can
be calculated using dielectric continuum theory, where the
solvent is represented as a homogeneous dielectric medium. An
analytical expression for the solvent reorganization energy has
been derived for a model comprised of a point charge in a
sphere of radius a located a distance d from the electrode
surface and immersed in a solvent with static dielectric constant
&, and optical dielectric constant e,,. The solvent reorganiza-
tion energy for this model is”*®’

MZ(L _ L)(l _ L)
& & Na 24 (18)

2

where Agq is the change in charge upon ET. The radius of the
sphere can be determined from the volume of the molecular
cavity obtained with a polarizable continuum model. The
distance between the molecule and the electrode surface can be
determined from the outer Helmholtz plane or, in certain cases,
the inner Helmholtz plane. The inner and outer Helmholtz
planes are defined in terms of the radii of the solvent molecules
and the solvated electrolyte ions.”®*’

Recently, a computational approach has been implemented
for calculating the electrochemical solvent reorganization

A=

S
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energies using electronic structure methods in conjunction with
a polarizable continuum model.'® This approach accounts for
the effects of the molecular charge redistribution in a
molecular-shaped cavity, as well as the slow and fast time
scale solvent responses and the effects of the electrode. The
resulting electrochemical solvent reorganization energies were
shown to be similar to those obtained from the analytical
expression in eq 18 for the molecules studied, as long as the
radius a in eq 18 was determined by the volume of the
molecular cavity obtained from the polarizable continuum
model.'® Moreover, the calculated reorganization energies
were in reasonable agreement with experimental measurements
for the systems studied. An alternative approach for calculating
the solvent reorganization energy is to perform molecular
dynamics simulations of the molecule immersed in a box of
explicit solvent molecules.’”*> However, it is challenging to
accurately account for the electrode response with such an
approach.'' 1%

In addition to the reorganization energy, another important
parameter in the ET rate constant expression is the electronic
coupling. A variety of computational methods have been
developed to calculate the electronic coupling between a
molecule and an electrode,mﬁ_110 but such calculations are
extremely challenging and will not be discussed further.
Because the electronic coupling is a prefactor in the rate
constant expression, relative rate constants for molecules
expected to have similar electronic couplings can be calculated
without knowledge of this parameter. In many cases, obtaining
the relative rate constants for a series of related molecules is
sufficient for catalyst design.

C. EPT Reactions. We have developed a general theoretical
formulation for PCET reactions. Because of space limitations,
we summarize this theory here and refer the reader to other
reviews for more details.*”** The simplest PCET reaction,
which involves the transfer of one electron and one proton, can
be represented by the four states shown in Scheme 4. The

Scheme 4. PCET Sequential (PT—ET and ET—PT) and
Concerted (EPT) Mechanisms

sequential mechanisms correspond to following along the
outside edges of the rectangle: either PT followed by ET or ET
followed by PT. The concerted mechanism, denoted EPT,
corresponds to following the diagonal. The mechanism is
determined by the relative energies and couplings among these
four states. When the off-diagonal states are much higher in
energy, the reaction tends to be concerted, following the
diagonal, to avoid the high-energy intermediates.

The EPT mechanism can be depicted in terms of free energy
curves along a collective solvent coordinate, as depicted in
Figure 4. The blue curve corresponds to the reactant, in which
the electron is localized on the donor, and the red curve
corresponds to the product, in which the electron is localized
on the acceptor. In this theory, the transferring hydrogen
nucleus and all electrons are treated quantum mechanically.
Thus, these free energy curves correspond to mixed electron—
proton vibronic states. Figure 4 shows only the lowest-energy
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Collective solvent coordinate

Figure 4. Free energy curves for the ground reactant (I) and product
(II) diabatic electron—proton vibronic states along the collective
solvent coordinate for an EPT reaction. The reactant (blue) and
product (red) diabatic states correspond to the electron localized on
the donor and acceptor, respectively. The proton potential energy
curves along the proton coordinate and the corresponding ground
state proton vibrational wave functions are depicted for the reactant
minimum, the crossing point, and the product minimum of the free
energy curves. The energies of these proton vibrational states
correspond to the open circles on the free energy curves. The proton
potential energy curves associated with the crossing point are shifted
higher in energy for clarity. The figure and caption were reproduced
with permission from ref 6. Copyright 2008 American Chemical
Society.

reactant and product vibronic states. There are actually two sets
of nested parabolas corresponding to the different proton
vibrational states for each electronic state. Figure 4 also depicts
the proton potential energy curves for specific values of the
collective solvent coordinate. For the reactant (blue curves),
the proton donor well is lower in energy, whereas for the
product (red curves), the proton acceptor well is lower in
energy. At the crossing point of the free energy curves, the
ground reactant and product proton vibrational states are
degenerate. The overlap between the proton vibrational wave
functions at this point, depicted in Figure S, strongly influences
the rate constants and kinetic isotope effects.

H coordinate

Figure S. Reactant (blue) and product (red) proton potential energy
curves along the proton coordinate and the corresponding ground
state proton vibrational wave functions, with the overlap S,, shown in
purple.

The simplest nonadiabatic rate constant for EPT reactions
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where the summations are over reactant and product vibronic
states, P, is the Boltzmann probability for the reactant state ,
Vel is the electronic coupling, Sy is the overlap between the
reactant and product proton vibrational wave functions for
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states £ and v, A is the reorganization energy, and AGy, is the
reaction free energy for states g and v. The reorganization
energy and reaction free energy are depicted in Figure 4, and
the overlap is depicted in Figure S.

The proton donor—acceptor distance strongly impacts the
overlap between the reactant and product proton vibrational
wave functions: the larger the proton donor—acceptor distance,
the smaller the overlap. Thus, we have extended this theory to
include the effects of the proton donor—acceptor motion.”''*
We have also extended this theory to electrochemical EPT.'"
In this case, we assume that a PT reaction occurs within a
solvated molecular complex, corresponding to either intra-
molecular PT within a single molecule or intermolecular PT
within a hydrogen-bonded adduct. In the electrochemical EPT
reaction, the electron transfers between the molecular complex
and the electrode, while the proton transfers within the
molecular complex. The general theoretical concepts discussed
above for homogeneous EPT are also valid for electrochemical
EPT, but the acceptor state is now a continuum of electronic
states associated with the conduction band of the electrode.

We have derived rate constant expressions for electro-
chemical EPT in various well-defined regimes.lm’114 The
anodic and cathodic nonadiabatic EPT rate constants are

v, =
kEPT(n; R) = p— # =
. (m; R) ﬂz " Eh A\ T Put

[aetn -5
(AT, +e—en+4)

o 47k T
(vs,)? 7T
kEPT }R — P 124
. (15 R) ﬂZ T Py
(=AU, — e+ en + A)
de f(e - “
/ f(&) exp 42k, T

(20)

where the summations are over proton vibrational states y of
the reduced solute complex and v of the oxidized solute
complex and R is the fixed proton donor—acceptor distance.
The quantity AU,, is defined as AU,, = AU, + kT In(Q"/
Q"), where AU, is the energy difference between states v and y
and Q' and QflI are the vibrational partition functions of the
reduced and oxidized solute complexes, respectively, in bulk
solution. The other quantities are defined in the same way as in
homogeneous EPT. The quantities P,, S,,, and AU,, depend
on the proton donor—acceptor distance R.

The effects of the proton donor—acceptor motion can be
included in several different ways. We have derived analytical
EPT rate constant expressions that include these effects in
certain well-defined regimes."'>''* An alternative approach that
is often more suitable for electrochemical EPT is to thermally
average the rate constant over the proton donor—acceptor
distance.'"> The resulting anodic and cathodic rate constants
are given as

KT = fBR) KETrs R) R

K70 = R K B) R on
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where P,(R) and P.(R) are the probability distribution
functions for the anodic and cathodic processes, respectively.
(In certain implementations, the reference for the overpotential
must be shifted by a constant."'>''®) In these expressions, the
rate constant for each distance R is weighted by the probability
of sampling that distance R. Often these probability distribution
functions are chosen to correspond to a classical harmonic
oscillator and depend on an effective force constant k. and
equilibrium proton donor—acceptor distance R. For large force
constants associated with high-frequency vibrations of the
proton donor—acceptor mode, a quantum mechanical harmon-
ic oscillator probability distribution function is more appro-
priate.117 Alternatively, anharmonic probability distribution
functions could be obtained from electronic structure
calculations or molecular dynamics simulations.

D. Microkinetic Modeling. After calculation of the rate
constants for the PT, ET, and EPT reactions among the various
species, the system can be studied with microkinetic
modeling.**™** In microkinetic analysis, all elementary steps
in the reaction mechanism are considered explicitly without any
assumptions about the rate-determining step. The various
reactions are then combined in a set of coupled equations that
rely on the rate constants, and the system of equations is solved
numerically. This approach is likely to become a powerful tool
in catalyst design but will not be discussed further here.

VII. NICKEL-BASED CATALYSTS WITH PENDANT
AMINES

A promising class of electrocatalysts for H, oxidation and
production is the nickel-based catalysts with pendant amines
depicted in Chart 3."'*7"*! In these Ni(P,N,), catalysts (P,N,

Chart 3. Ni(P,N,), Catalysts

= 1,5-diaza-3,7-diphosphacyclooctane), the pendant amine is
positioned over the metal center to assist in the shuttling of
protons to and from the metal center and possibly to facilitate
the coupling between ET and PT reactions. These catalysts, as
well as other related catalysts,'**™'*” were modeled after
hydrogenase enzymes, which are thought to utilize an amine
group near the metal center for this purpose.'**~'*> Depending
on the substituents on the phosphorus and nitrogen atoms, as
well as the experimental conditions, these catalysts can catalyze
H, oxidation or production. These complexes have been shown
to produce H, at turnover frequencies as large as 10°—10° s™*
with moderate overpotentials.'*>~"3¢ Figure 6 depicts a
proposed catalytic cycle, where H, production corresponds to
the counterclockwise direction. We emphasize that this catalytic
cycle does not pertain to all Ni(P,N,), catalysts. In particular,
the specific order of the various ET and PT steps depends on
the substituents and on the experimental conditions, such as
the strength and concentration of acid. Moreover, pathways
involving chair-to-boat isomerizations of the rings, as well as
additional doubly protonated states, have also been observed.
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Figure 6. Proposed mechanism of H, oxidation (blue path) and
production (red path) for the [Ni(P,N,),]*" electrocatalyst. Ligands
bound to phosphorus and nitorgen atoms are omitted for clarity. The
square brackets indicate the PCET reaction that has been studied with
nonadiabatic EPT theory. The figure was reproduced with permission
from ref 17. Copyright 2012 American Chemical Society.

The Ni(P,N,), systems have been studied extensively with
theoretical methods. When appropriate methods and references
are used, the calculated reduction potentials and pK,’s agree
well with the available experimental data.">'” Moreover, linear
free energy correlations analogous to those shown in Figure 2
for the cobaloximes have also been identified for these types of
catalysts.">” Instead of the Hammett constants, the thermody-
namic properties were linearly correlated with each other for a
series of substituents on the nitrogen and phosphorus atoms.
These analyses revealed that all of the thermodynamic
properties, including the reduction potentials and the pK,
values associated with the nickel center and the pendant
amine, can be estimated on the basis of the unprotonated Nit/!
and Ni’° reduction Potentials and the pK, of the parent
primary aminium ion.">” Within this framework, experimental
measurements or calculations of these three properties enable
the generation of the complete thermodynamic scheme for
these catalysts.

Even without using these types of linear correlations, the
complete thermodynamic scheme and Pourbaix diagram can be
generated for a given catalyst using a combination of
experimental and theoretical data. As an example, consider
the Ni(P,N,), system shown in Chart 3 with R = phenyl and R’
= benzyl.*> The reduction potentials and pK,’s for the various
species involved in catalysis have been measured experimentally
and/or calculated theoretically. The resulting thermodynamic
scheme is depicted in Figure 7.> We emphasize that this
scheme is the result of a combination of experimental and
theoretical data and would be incomplete without this synergy.
Moreover, this scheme has mechanistic implications in that it
allows the generation of thermodynamic reaction pathways for
the various possible mechanisms, analogous to Figure 1 for the
cobaloximes. In this manner, the thermodynamically favorable
reaction pathways can be identified.

In addition, these thermodynamic data enable construction
of the Pourbaix diagram shown in Figure 8.>* As discussed in
section III, the Pourbaix diagram indicates the most
thermodynamically stable species at each reduction potential
and pH value. For nonaqueous solvents, such as acetonitrile,
the Pourbaix diagram depicts the most thermodynamically
stable species for a given reduction potential and acid strength,
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Figure 7. Experimental and calculated thermodynamic data for the
Ni(P,N,), catalyst (L = P,N,) with phenyl groups bound to the
phosphorus atoms and benzyl groups bound to the nitrogen atoms
(Chart 3; R = phenyl and R’ = benzyl). The thermodynamic scheme
shows the relationships among the species in terms of E,/,, pK,
homolytic solution bond dissociation free energy (BDFE), AGy-, and
AGg, values. Formulas are intended to indicate only composition and

not structure (ie., the notation does not distinguish between nickel
hydrides and protonated pendant amines). The species in gray have
not been directly observed experimentally, and their relative stabilities
were therefore determined from theoretical calculations. A version of
this scheme was reported in ref 138, but this specific figure was
reproduced with permission from ref 32. Copyright 2013 American
Chemical Society.
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Figure 8. Pourbaix diagram for the Ni(P,Nj,), catalyst shown in Chart
3 with R = phenyl and R" = benzyl. The horizontal and vertical lines
are the reduction potentials and pK.s, respectively, of various
protonated and unprotonated forms of the catalyst. The red lines
have negative slopes of ~29.5 mV/pH unit and correspond to 2e™—
1H' processes. The blue line has a negative slope of ~59 mV/pH unit
and corresponds to a 2e”—2H" process. The green line has a negative
slope of ~59 mV/pH unit and corresponds to a le"—1H" process.
Because this diagram represents the electrocatalyst in acetonitrile, the
x-axis label of pH implicitly denotes the pK, of the acid in acetonitrile,
and the Pourbaix diagram depicts the most thermodynamically stable
species for a given reduction potential and acid strength. The figure
was reproduced with permission from ref 32. Copyright 2013
American Chemical Society.

and the x-axis label of pH implicitly denotes the pK, of the acid
in the specified solvent. The horizontal and vertical black lines
correspond to the reduction potentials and pK’s, respectively,
of the various species indicated on the diagram. The diagonal
lines correspond to coupled electron-proton transfer processes,
and the slopes indicate the number of electrons and protons
transferred, according to the Nernst equation associated with
eq 14. The blue and green lines have negative slopes of ~59
mV/pH unit, indicating that the same number of electrons and
protons are transferred. Specifically, the blue line corresponds
to a 2e"—2H" process, and the green line corresponds to a
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le”—1H" process. The red lines have negative slopes of ~29.5
mV/pH unit and correspond to 2e"—1H" processes.

On the basis of this Pourbaix diagram, we can deduce that
the mechanism for this catalyst differs from that shown in
Figure 6 when strong acids are used. Specifically, the catalyst is
expected to be doubly protonated prior to the initial reduction
step in the presence of very strong acids, suggesting a PT—PT—
ET—ET mechanism under these conditions. This result is
consistent with experimental cyclic voltammetry measurements
of the pH dependence of the reduction potentials for these
catalysts.*>"*® The Nernstian response observed experimentally
corresponds to moving down the blue diagonal line in Figure 8
as the pK, of the acid is increased. Note that the details of the
Pourbaix diagram will depend on the experimental data used, as
well as the level of theory and underlying assumptions, such as
the presence of axial solvent ligands.”"

So far we have discussed only the thermodynamic aspects of
the Ni(P,N,), catalysts. As discussed in section VI, however,
the mechanism depends on kinetic as well as thermodynamic
considerations. The free energy barriers for certain chair-to-
boat isomerization and PT steps have been calculated for these
molecular electrocatalysts with DFT.'”"* These free energy
barriers can be used to estimate the rate constants for these
steps using transition state theory, as in eq 15. In addition, the
inner-sphere and solvent reorganization energies have been
calculated for some of the Ni(P,N,), catalysts.'”''® These
reorganization energies can be used to estimate the rate
constants for ET steps using Marcus theory, as in eq 16. Thus,
the kinetics of the individual ET and PT steps has been probed.

The calculation of rate constants for the concerted
mechanism, EPT, is more challenging but has been performed
for the Ni(P,N,), catalyst shown in Chart 3 with R = R’ =
CH,."'® The portion of the catalytic cycle that was studied with
the PCET theory described in section VI.C is indicated by
square brackets in Figure 6. In these steps, an electron is
transferred between the complex and the electrode, and a
proton is transferred between the pendant amine nitrogen and
the nickel center. Thus, the proton donor—acceptor distance R
is the distance between the nickel and nitrogen atoms, and we
designated a one-dimensional axis along which the hydrogen
moves as it transfers. We performed geometry optimizations for
a series of constrained Ni—N distances and generated proton
potentials along the one-dimensional hydrogen coordinate for
the reduced and oxidized states. The proton potentials are
asymmetric double wells, as depicted schematically in Figure S,
with the well near the nickel atom lower in energy for the
reduced state (i.e, blue potential curve in Figure S) and the
well near the nitrogen atom lower in energy for the oxidized
state (i.e., red potential curve). For smaller Ni—N distances, the
overlap between the proton vibrational wave functions
(depicted in purple in Figure S for the ground states) is larger,
leading to a higher rate constant.

The details of the EPT rate constant calculations are
described in ref 116, and here we provide only a brief
summary. First, the rate constants for the series of Ni—N
distances were calculated using eq 20 to obtain the anodic and
cathodic rate constants, k,(R) and k.(R), which increase
dramatically as R decreases because of the overlap factor
mentioned above. Then, the probability distribution functions,
P.(R) and P.(R), for the Ni—N motion were determined from
the equilibrium Ni—N distance and the effective frequency
associated with this vibrational motion. These probability
distribution functions reflect the probability of sampling each
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Figure 9. Calculated electrochemical rate constants as functions of the
potential for the ET and EPT reactions that could occur for the
Ni(P,N,), catalysts shown in Chart 3 (R = R’ = CHj;). The rate
constants are given relative to k,, the standard rate constant for the
EPT reaction. The standard potential for the EPT reaction is chosen
to be zero overpotential ( = 0), and the standard potentials for the
ET reactions are shifted relative to this value by their relative reduction
potentials. Thus, the overpotential # is defined to be the applied
potential relative to the standard potential for the EPT reaction. The
blue curve is associated with ET for the complex with the proton on
the nickel center, and the red curve is associated with ET for the
complex with the proton on the nitrogen of the pendant amine. The
purple curve is associated with the EPT process that involves both ET
and intramolecular PT between the nickel center and the nitrogen of
the pendant amine. Note that these plots are not experimentally
accessible for this electrocatalyst because of complications due to other

steps in the catalytic cycle. The figure was adapted from ref 116.

Ni—N distance. Finally, the total rate constant was calculated
using eq 21, where the rate constant for each distance R is
weighted by the probability of sampling that distance. Figure 9
depicts the calculated Tafel plots, which show the ET and EPT
rate constants as functions of the overpotential, for the
Ni(P,N,), catalyst shown in Chart 3 with R = R’ = CH,.
These calculated Tafel plots indicate that the dominant
mechanism (i.e, ET—PT, PT—ET, or EPT) depends on the
overpotential.''® Thus, again the experimental conditions can
be used to alter the mechanism. Note that these Tafel plots are
not experimentally accessible for this electrocatalyst because of
complications due to other steps in the catalytic cycle.

An important prediction arising from the EPT rate constant
calculations is that the EPT mechanism will be favored by
decreasing the equilibrium Ni—N distance and the effective
frequency associated with this mode.''® The smaller equili-
brium Ni—N distance will favor shorter distances with larger
overlap factors, thereby increasing the rate constant. The lower
effective frequency for the Ni—N motion will allow the system
to sample smaller Ni—N distances with a lower energetic
penalty, thereby enhancing the total rate constant. Thus, these
studies suggested that flexible ligands may be more effective for
a concerted mechanism because of the lower energetic penalty
associated with the nitrogen moving toward the nickel to
facilitate PT.

On the basis of this theoretical prediction, we investigated
several complexes with more flexible ligands.'** However, we
found that the equilibrium Ni—N distance tends to be larger
when the ligand is more flexible, thereby counteracting the
advantages of the lower frequency of the Ni—N motion. We
also found that steric clashes could be eliminated by replacing
bulky substituents with smaller substituents to decrease the
energetic penalty of the nitrogen moving toward the nickel.
Overall, this study illustrated that a combination of eliminating
the steric clashes and obtaining a balance between ligand
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flexibility and sufficient positionin§ of the pendant amine will
favor the concerted mechanism."*

This section has highlighted the usefulness of theoretical
calculations for understanding the mechanisms, thermodynam-
ics, and kinetics of molecular electrocatalysts and for guiding
the design of such catalysts. The predictive power provided by
the free energy linear correlations can help to tune the
thermodynamic properties of the catalysts. The predictions of
rate constants for PT, ET, and EPT may help to optimize the
rate constants. Moreover, the prediction that flexible ligands
may favor the concerted mechanism could be helpful in the
design of catalysts with lower overpotentials because the
concerted mechanism is expected to require a lower over-
potential by avoiding high-energy intermediates. Nevertheless,
these catalysts are still not completely understood. The overall
catalytic cycle involves many ET and PT steps, which could
occur either sequentially or concertedly, as well as various chair-
to-boat isomerization steps. While focusing on individual steps
is useful, the complete catalytic cycle must be considered in its
entirety for catalyst design. Using the various rate constants
described in this section, microkinetic modeling could be
performed to examine the overall catalytic cycle and provide a
more global understanding of these catalysts.

VIIl. OVERVIEW OF CATALYST DESIGN

The ultimate goal of catalyst design is to maximize the turnover
frequency and minimize the overpotential. As illustrated by the
examples given above, the catalytic cycles for molecular
electrocatalysts are often complicated, involving many steps
that could occur either sequentially or concertedly, following a
variety of sequences. To develop renewable energy sources, the
catalysts should be comprised of environmentally friendly, cost-
effective, and earth-abundant materials. These restrictions place
even greater challenges on catalyst design. Nevertheless,
progress has been made in the development of computational
methods for investigating both the thermodynamics and
kinetics of these catalytic cycles and thereby guiding the design
of more effective catalysts.

Several different strategies can be used in the design of more
effective molecular electrocatalysts. Many of the existing
strategies focus on thermodynamic aspects. The reduction
potentials and pK,’s can be tuned by altering the substituents
on the ligands to be either more or less electron-withdrawing or
electron-donating. Linear free energy correlations among these
properties can be used to make predictions about the impact of
the substituents on the reduction potentials and pK,’s and to
determine all of these properties from one or a few of them.'®
This strategy was successful with the cobaloximes® and the
Ni(P,N,), catalysts."> In addition, the ligands themselves can
be modified, such as the replacement of O—BF,—O bridges
with O—H—O bridges in the cobaloximes.** Moreover, upon
modification of the ligands, the role of noninnocent ligands,
namely, ligand protonation or reduction, can be utilized
advantageously. For example, ligands that are more easily
protonated may decrease the required overpotential, as
observed for the cobalt dithiolenes® and the cobaloximes
with the O—H—0 bridge.*

In some cases, ligand modification and substituent effects can
change the mechanism as well as the thermodynamics. For
example, calculations and cyclic voltammetry experiments
suggest that the cobaloxime with methyl substituents may
favor a monometallic pathway, while the cobaloxime with
phenyl substituents may favor a bimetallic pathway, under
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certain experimental conditions."**>”*7*7” Moreover, certain
substituents on the ligands cause Ni(P,N,), to follow a PT—
PT—ET—ET mechanism in the presence of very strong acids,
while other Ni(P,N,), electrocatalysts follow a mechanism that
starts with an initial reduction step prior to protonation.*” In
addition, ligands that are more easily reduced can change the
mechanism by accepting the electron instead of the metal
center. Finally, modifying the metals themselves can lead to
different thermodynamic properties and mechanisms.

The thermodynamic and kinetic information obtained from
theoretical calculations can be used to generate thermodynamic
schemes, reaction pathways, Pourbaix diagrams, and Tafel plots
or rate diagrams. In turn, this information can be used to
identify the thermodynamically and kinetically favorable
mechanisms under specified experimental conditions. These
types of diagrams clearly illustrate the dependence of the
mechanism and rate on experimental conditions such as the
acid strength and concentration, as well as the overpotential.
Examples of the impact of experimental conditions were given
above in the context of both the cobaloximes'®®® and
Ni(P,N,), catalysts.'>*>!°

Additional aspects of catalyst design can be revealed by
examining both sequential and concerted PCET mechanisms.
The concerted mechanism is thought to be advantageous in
terms of decreasing the overpotential. Thus, catalysts can be
designed to favor the concerted PCET mechanism. For the
Ni(P,N,), catalysts, theoretical calculations suggested that the
concerted mechanism will be favored by designing more flexible
ligands that also maintain a short equilibrium proton donor—
acceptor distance.''*'** However, finding this balance between
ligand flexibility and a well-positioned pendant amine is
challenging.

Overall, theoretical methods have been shown to assist in
interpreting experimental data and guiding the design of more
effective molecular electrocatalysts. However, investigating
individual steps in the catalytic cycle may be misleading
because these steps may not be determining the turnover
frequency or the overpotential. To obtain a more global picture,
microkinetic modeling can be used to describe all possible
mechanisms simultaneously and to determine which types of
modifications would lead to an overall higher turnover
frequency and lower overpotential. In addition, theoretical
calculations should be combined with experimental studies,
ensuring continual feedback between theory and experiment, to
optimize progress in catalyst design.
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